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1 Introduction

Misinformation about graduation chances (Stinebrickner and Stinebrickner, 2012, 2014) and pro-

crastination in response to new information about these chances (DellaVigna, 2009) can harm

students’ investment decisions in higher education. To address this, universities worldwide, in-

cluding the United States, Canada, France, Switzerland, Austria, the Netherlands, and Germany,

have introduced probation policies. These policies typically pair an early performance require-

ment with a rule that forces students to leave the program after repeatedly failing to meet the

standard. While probation policies potentially reduce the costs of inevitable dropout decisions

or may serve as an early warning signal helping to increase student e�ort, they also constitute

an additional barrier to graduation and may harm long-run success or cause lower-graduation

rates (Lindo et al., 2010).

Increasing the number of university graduates is a key policy goal in advanced economies,

and enrollment rates have increased signi�cantly over the past two decades (Altbach et al., 2019;

UNESCO, 2022). However, concerns about low graduation rates persist, with more than 30% of

undergraduates failing to graduate (Vossensteyn et al., 2015; Bound et al., 2010). As a result, many

policymakers focus on programs and policies that aim to improve the success of low-performing

students. Two prominent interventions are remedial education and academic probation. Reme-

dial education assigns students to additional classes to help them acquire the necessary skills,

while academic probation serves as a signal of unsatisfactory performance, coupled with the

negative incentive of suspension after repeated failure. Despite the widespread implementation

of these policies, there is little consensus on their e�ectiveness or optimal design. This lack

of agreement is re�ected in the wide variation in timing, requirements, and penalties between

institutions (Oreopoulos, 2021).

We o�er new insights on the e�ectiveness of probation policies by studying the consequences

of a probation policy that exposes low-performing students to a last-chance exam in the �rst year

of a university program. Amajor obstacle to identifying the consequences of academic probation

is the potentially endogenous nature of the decision whether to introduce a probation policy.

Furthermore, students on probation are likely to di�er from other students in terms of important

determinants that in�uence their subsequent performance. Thus, comparisons of students on

probation with other students are likely contaminated by omitted variable bias.
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Our testing ground is Germany. In 2000, the federal government of Baden-Württemberg, a

big federal state in the South of Germany, introduced a probation policy by implementing the so-

called orientation exams. Unlike regular compulsory exams, orientation exams must be passed

during the early stages of the program and typically allow only a limited number of retakes. Due

to the reform, students who do not pass the �rst attempt of an orientation exam are forced to

attend a last-chance exam.

We �rst exploit regional variation in the implementation of the probation policy and docu-

ment a signi�cant increase in early dropout rates after the introduction of the reform. To un-

derstand whether the increase in early dropout constitutes a concern for graduation chances

or a reduction in delayed dropout, we use detailed student records and self-collected data on

exam performances of a medium-sized public university. The data comprises several cohorts of

undergraduate students and allows us to exploit the promotion rule, which generates a sharp

discontinuity in the probability of being exposed to the last-chance exam.

We estimate the causal e�ect of an alternative form of academic probation that exposes low-

performing students to a last-chance exam on 1) the probability to dropout early, 2) the probabil-

ity to graduate and, 3) further performance measures such as the �nal GPA, the time to degree,

and the performance in follow-up courses. To identify the mechanism that leads to our results we

di�erentiate between the e�ect of i) exposure to an additional exam with a ’natural’ risk of fail-

ure and ii) the early pressure that makes orientation exams di�erent from non-orientation exams.

We use data on non-orientation exams that take place in the �rst year and apply a di�erence-

in-discontinuity design to di�erence out the e�ect of exam failure. Finally, we follow several

arguments of the behavior economic literature that mostly theoretically and experimentally doc-

ument gender di�erences in response to high-stake situations and provide further evidence from

the �eld (Gneezy et al., 2003; Niederle and Vesterlund, 2007, 2010).

Our results show that exposure to a last-chance exam signi�cantly increases early dropout.

Marginal students exposed to the last-chance exam are more than 10 percentage points more

likely to drop out before the next semester begins, which is equivalent to a more than doubled

risk of dropping out at this stage. We investigate whether students voluntarily decide to leave

the program after being on probation, or whether they ultimately fail. We show that the e�ect is

driven by the ultimate failure to meet the performance requirement, which is noteworthy given

the high costs of such failures, as students are not allowed to study the same subject at any other
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public university in Germany. Despite this substantial increase in early dropout, we do not �nd

that exposure to a last-chance exam has on average a substantial negative impact on graduation

chances.

However, when investigating heterogeneous e�ects for demographic subgroups, we �nd two

interesting results. First, while male students do not face any penalty in terms of graduation

chances, female students’ graduation chances are negatively a�ected. Second, we �nd that the

policy has a negative impact on the graduation chances of students with a below-average high-

school GPA, signaling a lower degree of academic preparedness.

We then turn towards studying the mechanism behind our results and di�erentiate between

the e�ect of exposure to an additional exam and exposure to a high-stakes situation. Our main

results are unchanged. However, we �nd that themechanisms di�er for the subgroupsmentioned

before. While our results suggest that for lower ability students, the e�ect is explained by the

exposure to an additional exam, the e�ect for female students is likely driven by exposure to

the high-stakes situation. This result is in line with previous studies documenting a negative

e�ect of exposure to high-stakes settings for women. Finally, we investigate the impact on other

important determinants of success in higher education and �nd that the policy has a negative

impact on graduation in time, while leaving other learning outcomes mostly una�ected.

Our results provide interesting insights for policy makers. Policies targeting low-performing

students are widespread. Several studies have analyzed the impact of remedial courses on stu-

dents’ academic success. In general, empirical studies widely fail to report positive graduation

e�ects and thus remedial education is often criticized for its high costs (Duchini, 2017). In con-

trast, probation policies are less costly. Our results suggest that the policy is e�ective in reducing

the number of late dropouts without adversely a�ecting graduation chances, and may lower the

individual and societal costs of procrastination (Berens et al., 2018; Bowen et al., 2009; Bound

et al., 2010). However, there are two concerns. First, we show that there are no positive e�ects

in terms of learning bene�ts, and second, we observe, in line with some previous literature, a

negative e�ect for female students. These results should be carefully considered.

1.1 Relation to Literature

This paper connects to three main areas of the literature. First, it contributes to research on the

organization of higher education and policies aimed at improving the performance and success
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of low-performing students. Although some studies focus on �nancial aid (Scott-Clayton, 2011;

Montalbán, 2022) or college costs (Garibaldi et al., 2012; Ketel et al., 2016; Bietenbeck et al., 2023),

others examine the design of the program or the e�ectiveness of remedial courses (Jacob and

Lefgren, 2004; Bettinger and Long, 2009; Martorell and McFarlin, 2011; Duchini, 2017; Malacrino

et al., 2024).

Closest to our study are a number of studies examining the impact of academic probation

on college success. Since the e�ectiveness of these policies depends on their design, it is cru-

cial to analyze the mechanisms involved to identify the best way to support low-performing

students (Oreopoulos, 2021). So far, research has basically studied two di�erent mechanisms.

First, some studies have analyzed the e�ects of probation, in a set-up where repeated failure to

meet a GPA threshold results in part-time or full-time suspension. The results are mixed. Lindo

et al. (2010) �nd that being placed on probation increases early dropout, especially for men and

students with above median high-school GPA. They also �nd some evidence for decreased grad-

uation rates, driven mainly by the latter group of students. Similar results are found by Ost et al.

(2018).1 In contrast, Casey et al. (2018) �nd an increase in short run persistence, but fail to �nd

signi�cant e�ects on graduation, which is consistent with the �ndings presented by Fletcher and

Tokmouline (2017). Second, Tafreschi and Thiemann (2016) examine a set-up where academic

probation is combined with a retention mechanism. Unlike the previous setup, where remedial

courses are o�ered, students on probation here are required to repeat the entire �rst-year curricu-

lum. Although this delays graduation, it also helps students gain the necessary skills. Tafreschi

and Thiemann (2016) �nd that forcing students to repeat the �rst year increases early dropout

rates. However, they also report positive e�ects on GPA at graduation and time to degree for

students who stay and pass the �rst year.

Our study adds to this literature by evaluating the e�ects of a di�erent type of probation

policy—one that does not mechanically delay graduation and can be implemented at low cost.

To our knowledge, this is the �rst paper to examine the consequences of early exposure to a

last-chance exam. More broadly, as limiting exam attempts is common in universities, our article

explores how students respond to the threat of suspension, as repeated failure after probation

leads to suspension. Thus, our �ndings also contribute to thewider literature on higher education
1Ost et al. (2018) furthermore examine labor market outcomes and �nd lower earnings for students placed on

probation.
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policies, including the impact of restricting exam attempts, or in more general the consequences

of test retaking (Bratti et al., 2024; Goodman et al., 2020; Frisancho et al., 2016; Nijenkamp et al.,

2022).2

Second, we contribute to the literature on the e�ects of high-stakes testing on student achieve-

ment at di�erent educational levels. Although studied primarily in primary and secondary ed-

ucation—particularly after the No Child Left Behind initiative in the US—it remains controver-

sial among policymakers. Critics argue that high-stakes exams can cause negative e�ects, such

as test anxiety, fear of separation from peers, and reduced motivation. Early, mainly correla-

tive, studies suggest a link between high-stakes testing and higher dropout rates (AERA, 1999;

Shriberg and Shriberg, 2006). Supporters claim that it increases motivation and performance.

For example, Hanushek and Raymond (2004) �nds a positive link between high-stakes testing

and student performance, with some demographic variation, while Jacob (2005) shows perfor-

mance improvements, limited to the subjects tested. We extend this literature by examining the

e�ects of high-stakes testing in higher education. The impact may di�er, as our subjects are

older and better equipped to handle exam pressure. In addition, in higher education, program

choice is voluntary, which may increase motivation but also o�er more outside options. To our

knowledge, this is the �rst paper to provide causal evidence on the e�ects of increased stakes in

higher education. We also explore how exposure to high-stakes exams a�ects key labor market

outcomes, such as GPA, time to degree, and performance in follow-up exams (Altonji et al., 2011;

Arcidiacono, 2004).

Third, our results also speak towards a more general literature investigating gender di�er-

ences in response to increases in stress, pressure, and stakes. Most laboratory studies examine

the e�ect of increases in competitive pressure and generally �nd that female students tend to re-

spond negatively compared to male students (Gneezy et al., 2003; Niederle and Vesterlund, 2007,

2010). Other studies use an increase in the stakes associated with exams to study gender di�er-

ences in the e�ect of increased pressure (Azmat et al., 2016; Montolio and Taberner, 2021). They

also �nd that female performance declines as the stakes increase. We view our study as comple-

mentary to these �ndings. Our results suggest higher costs for female students when exposed to
2Goodman et al. (2020) exploit students’ increased likelihood of retaking the SAT due to left-digit bias and �nd

positive e�ects on both SAT scores and the chances of gaining admission to a four-year college in the US. Frisancho
et al. (2016) observe comparable results in the context of Turkey’s college entry exam, noting that retaking the exam
leads to cumulative learning and, consequently, improved scores, especially among disadvantaged students.
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high-stake situations.

We proceed as follows. Section 2 informs about the institutional framework and shows how

the introduction of orientation exams a�ected early dropout rates. Section 3 describes our data

set. Section 4 describes our identi�cation strategy. Section 5 presents our results. Section 6

concludes.

2 Orientation exams

2.1 Institutional Framework

In September 1999, the federal government of Baden-Wüerttemberg passed a law that obliged

all universities to implement orientation exams, from the winter term 2000 onward, as part of

the �rst year curriculum.3 The main objective of the reform was to have a strict performance

requirement, which allows to identify in an early stage of a program whether a student has the

required skills and motivation to successfully proceed in a program (Bölke et al., 2020).

Importantly, the reform did not enforce any content or structural changes in the curriculum,

but it enforced all programs to de�ne some (core) exams as orientation exams for which the

examination regulations changed. The examination regulations of orientation exams di�ered

from non-orientation exams for three reasons: First, a student must pass all orientation exams

by the end of the third term. If a student does not satisfy this requirement, he/she will be forced

to drop out of the program. Second, a student who fails an orientation exam once, has only one

more chance to pass the exam. If he/she fails again, he/she is automatically forced to drop out of

the program and loses the eligibility to study the program at another German university.4 Third,

a student is automatically registered for any orientation exam, while he/she registers himself for

non-orientation exams.

In summary, in contrast to the prior examination regulations, students were now forced to

write the exams and receive a strong performance signal in an early program phase. Although

the implementation of orientation exams was mandatory, the reform gave some leeway to uni-

versities and departments with regard to the design of the policy. Thus, the probation policies

implemented in Baden-Wüerttemberg di�er slightly between and within universities.
3Baden-Wüerttemberg is the third largest federal state in Germany. It is located in the South of Germany with

borders to France and Switzerland.
4In non-orientation exams there is usually at least a second retake exam possible.
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2.2 Orientation exams and early dropout

To provide some evidence on the meaningfulness of the probation policy, we now show that

the reform had a visible e�ect on early dropout rates. We use data from the German Student

Register from 1996 to 2006 (RDC, 2017). The Student Register encompasses the full population of

students enrolled at universities and universities of applied sciences in Germany during a given

year. It compiles data from the administrative records of these institutions, including individual-

level details about current enrollment (such as program, degree type), the institution and year

of initial enrollment, and demographic information (e.g., gender, nationality, and high school

county). Due to strict data protection regulations, the register does not contain personal student

identi�ers. As a result, students cannot be tracked over time. However, we can construct a panel

at the university-cohort level and we can observe how the size of the cohort develops over time.5

We follow this idea and de�ne the early dropout rate of cohort c at university u. In line

with the implemented reform, we de�ne dropout as early dropout if it occurs within the �rst

two years. First, we calculate the number of �rst-year, second-year and third-year students at

university u for each cohort c in every year. Second, we calculate the di�erence between the

number of �rst-year students of cohort c in year t� 2 and the number of third-year students of

cohort c in year t. Third, the dropout rate in the �rst two years is then calculated by dividing the

result from step two by the number of �rst-year students of cohort c in year t � 2. Because of

the two-year time lag that is necessary to observe students in the third-year, the 2004 cohort is

the last cohort we consider in our analysis.

We then use a simple di�erence-in-di�erences speci�cation to compare the dropout rates

of starting cohorts in the treated state (Baden-Wüerttemberg) with those of starting cohorts in

untreated states before and after the introduction of the reform. We begin with the following

basic model:

early dropoutcs = ↵+ �BWs + �Postc + �(BW ⇥ Post)cs + ⌘cs (1)

where early dropoutcs denotes the early dropout rate of cohort c in state s. The dummy

variableBWs indicates whether the cohort was a cohort at a university in Baden-Wüerttemberg.
5To have a balanced panel in our baseline speci�cation we exclude universities in Hamburg from our sample as

they were not sampled in 1997/1998. Our �nal sample comprises about 3.75 million student-year observations from
72 universities. For a list of universities, see Table 1.
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Postc is 1 if the cohort started after 1999 and 0 if the cohort started before. We are interested in

the interaction of these two dummy variables (BW ⇥ Post)cs. ⌘cs is the error term. We cluster

standard errors at the university level and therefore allow for arbitrary correlation of these error

terms across universities.6

Our results are reported in Table 2. We start with a reduced sample of two years before and

after the reform. In Column 2, we use the full period from 1996-2004. In Column 3 we replace the

BWs dummy with state �xed e�ects and the Postc dummy with cohort �xed e�ects. In Column

4 we add a set of university control variables and in Column 5, we add group-speci�c linear time

trends. The e�ect of the introduction of orientation exams on early dropout is roughly 3 p.p.

This corresponds to a 10% increase relative to the pre-reform mean. The e�ect is signi�cant at

the �ve percent level across all speci�cations.

The main assumption underlying our approach is the parallel trend assumption. A typical

approach to verifying this assumption is to generate placebo treatments in order to test whether

the policy had an e�ect on the outcome before the policy has been introduced.

The results are plotted in Figure 1. The coe�cients plot shows that before the policy was

implemented the average conditional evolution of the outcome variable over time was parallel

across treated and non-treated cohorts. The coe�cients of the interaction of the state dummy

with the post-reform years (k > 1999) are similar to the e�ect estimated in Table 2. The e�ect

remains stable and persists in the four years after the introduction of the policy.7

We provide a couple of further robustness checks to verify our result from Table 2. In Table

3 we show that our results are not driven by a particular university treated. To show this, we

provide results from speci�cations in which we one after the other exclude one treated univer-

sity from our sample. Our results remain una�ected. In Table 4 we summarize several other

robustness checks. First, we show results in which we do not treat each university cohort as an

equally weighted unit, but do weight each cell according to its size. Furthermore, we conduct a

robustness check in which we de�ne the cohort at the department level rather than the univer-

sity level. Columns 1 and 2 of Table 4 con�rm our results. Second, we exclude universities that
6In the appendix, we present alternative methods of inference.
7A further concern is the existence of unobserved shocks that correlate with the reform. We are not aware of

any other changes in the legislation. In addition, no comparable policy has been introduced in other federal states
during our observation period. However, universities or departments outside of Baden-Württemberg may also have
voluntarily implemented a comparable policy at the same time as Baden-Württemberg. Our estimates should therefore
be interpreted as a lower bound of the treatment e�ect.
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during our observation period report in some years unusually high or low dropout rates (Column

3). In Column 4 and 5, we show that the majority of the observed e�ect is caused by dropout

in the second year, when the administrative rules bite. However, we also �nd a small positive

e�ect in the �rst year. In the remaining columns, we show speci�cations with alternative meth-

ods to compute standard errors. In our previous speci�cation, we used clustered standard errors

at the university level. We provide additional tests using clustered standard errors at the state

level, the state-year level, or we use a two-way clustering approach following Cameron et al.

(2011) (Columns 6-8). Finally, we also show that our results are robust to a wild-cluster bootstrap

procedure (Column 9).

In this section, we have shown that the probation policy signi�cantly a�ected student progress

in higher education. In the reminder of this paper we turn towards detailed administrative stu-

dent records of a university that implemented the policy. This allows us to track students over

time and to see whether, beyond an e�ect on early dropout, there are costly consequences for

graduation chances or other student performance measures.

3 Data

In the remainder of the study, we use data from one medium-sized public university to under-

stand the consequences of exposure to a last-chance exam for graduation chances and other

measures of educational performance. In this section, we explain the institutional framework

and the data in more detail. The university o�ers a three-year (six-term) undergraduate program

in economics that consists of 180 ECTS. In the �rst term, students have compulsory courses in

business administration, economics, and mathematics. The assessment in all these courses is a

written exam. In each term, there are two examination periods: the main examination period is

right after the lecture period, and the retake examination period takes place right before the next

term begins. Among the �ve compulsory courses, students have to write two orientation exams

in the �rst semester (’Mathematics I’ and ’Introduction to Economics’).8 Both orientation exams

are designed separately and are independently graded. In addition to the settings explained in

Section 2, a student who does not pass the orientation exam on the �rst attempt has to repeat

the orientation exam in the retake period of the same term. The student can only proceed to the
8There are twomore orientation exams in the second semester. In this paper, we focus on the �rst semester courses

to avoid selection issues.
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second term if he/she passes the retake exam and will be exmatriculated otherwise.

In the second and third term, students have to take additional compulsory courses. After-

wards, they choose courses related to their �eld of specialization. Students graduate on time if

they complete the program by the end of the sixth term. The �nal grade is a weighted average

of all course grades.

We compile administrative data on six cohorts of undergraduate students in economics be-

tween 2007 and 2012.9 The data include some background characteristics (age, gender, high

school GPA, school duration) and a unique identi�er that allows tracing students over time. We

also have detailed student-term speci�c information such as enrollment status, course choice

and exam performance in all courses. Furthermore, the data includes administrative graduation

information.

In our baseline analysis we impose two sample restriction. First, we only include economics

undergraduate students who started their program between 2007 and 2012. The reason for this

is censoring in 2018. Thus, we can track all undergraduates for at least six-years. Second, our

identi�cation strategy requires that �rst term students show up in at least one orientation exams.

We therefore exclude all students who dropped out without showing up for any orientation exam.

In total, our baseline sample includes 1562 students.

Panel A of Table 5 presents summary statistics on students’ background characteristics. We

observe that students are on average between 20 and 21 years old when they enroll. The share

of male students is 56% and thus almost identical to the share of male students in economics in

Germany (BIBB, 2018). The average high-school GPA of our sample (2.37) also closely resem-

bles the German average (2.39). Panel C of Table 5 focuses on our main outcome variables. We

focus on two outcome variables. First, early dropout (at the end of semester 1). The dropout

information is constructed using the enrollment information in our data. The detailed student-

exam records and the knowledge of the precise promotion policy also allow us to identify those

students who are forced to leave the program, because of repeatedly failing to meet the perfor-

mance requirement and students who voluntarily decide to leave the program. Second, we use

our administrative information on the graduation status to understand long-run consequences

of the probation policy. This allows us to assess whether the increase in early dropout has costly
9Because of administrative changes and lack of data we cannot take earlier cohorts into account. This data restric-

tion also prohibits exploiting the introduction of the policy.
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consequences for graduation rates. Although about 12% of the students drop out after the �rst

semester, around two-thirds �nally graduate from the program.10

Our treatment is de�ned in the following way. Since all students are exposed to orientation

exams, we exploit variation in exposure to the strictness of the policy. While some students pass

the orientation exam in the �rst attempt, others fail and are exposed to a last-chance exam with

high-stakes attached. To determine the treatment status, we therefore rely on the performance

in the �rst attempt of the orientation exam. The performance cuto� is sharp such that students

are exposed to the last-chance exam if and only if they fail to meet the performance cuto� in the

�rst attempt.

Typically, performance in an exam is documented by grades. University grades range from

1.0 to 5.0.11 The performance requirement to pass an exam is a minimum grade of 4.0. Between

1.0 and 4.0 grades are set in steps of 0.3/0.4. Below the minimum passing grade, there is only

one grade: 5.0. Due to the grading scheme, observing the grade in an orientation exam does not

allow to isolate the e�ect of exposure to a last-chance exam, since students with the minimum

grade that su�ces to pass and students who fail are likely to di�er in several characteristics.

To rely on a set of comparable students, we collected the exact number of points students

achieved at the �rst attempt of an orientation exam from the university archive. We digitized

this information and added it to our student record data.

4 Empirical strategy

4.1 Estimation

Estimating the e�ect of exposure to a last chance exam using OLS will fail to provide unbiased

estimates if students are selected into treatment based on unobserved factors that in�uence ed-

ucational outcomes. In particular, lower ability, lack of motivation or parental background may

generate a non-zero correlation between unobserved characteristics ui and treatment:

cov(Treat, u) 6= 0. (2)
10In Section 5.5 we also look at further important student outcomes, such as �nal GPA, time to degree and grades

in follow-up exams.
111.0 is the highest grade and 5.0 the lowest grade a student can achieve.
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We address this concern by taking advantage of the promotion policy, that forces all students

who do not meet the promotion cuto� to retake the exam. This leads to a highly non-linear re-

lationship between the number of points a student achieves in an exam and the probability that

he is forced to retake the exam. Assuming that unobserved factors do not vary discontinuously

around the promotion cuto�, this generates plausible exogenous variation in the treatment sta-

tus. We can therefore identify the causal e�ect of exposure to a last-chance exam, by using a

regression discontinuity design that relies on a comparison of students’ academic achievement

who scored just below and just above the promotion cuto� in the �rst exam attempt of an ori-

entation exam.

The promotion cuto� is strictly enforced, such that all students scoring below the cuto� in

the �rst attempt of the orientation exam are exposed to the last-chance exam. Thus, we estimate

a sharp RDD that can be described by the following equation:

Yic = ↵+ � probationic + � f(scoreic) + �Xic + ⌫c + ⌘ic (3)

where Yic represents the educational outcome, that is, a binary indicator equal to one if the

student i of cohort c drops out or graduates from the program. probationic is a dummy variable

equal to one if a student fails the �rst attempt of an orientation exam. Our running variable is

scoreic which is the score relative to the promotion cuto�.12 Xic is a vector of demographic

covariates, including the age of the student at the time of enrollment, nationality, gender, the

time they spend at school, and their high school GPA. To account for time-varying conditions

such as course contents and grading schemes we control for cohort �xed e�ects ⌫c in several

speci�cations. The error term ⌘ic is clustered at the level of the assignment variable.

The coe�cient of interest is �. In the absence of discontinuities in observable and unobserv-

able determinants of the educational outcome it can be interpreted as the e�ect of exposure to

a last chance exam on marginal students’ subsequent academic achievement. We estimate both,

speci�cation with local linear regressions on both sides of the cuto� and parametric speci�ca-

tions with second-order polynomials of our running variable. The optimal bandwidth relies on

Imbens and Kalyanaraman (2012). Results using alternative bandwidths are provided as well.

In our baseline speci�cation, a student is on probation if he at least fails to reach the promo-
12We use the percentage deviation to achieve comparability among exams with varying total number of points.
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tion cuto� in one of the two orientation exams. We also show results that exclude students who

have to retake both orientation exams, and results that exclude students who do not fail on any

�rst attempt of an orientation exam.

4.2 Validity of the RD Design

The main identi�cation assumption for our empirical strategy is that the assignment around

the cuto� is locally random (Lee and Lemieux, 2010). The assumption implies that students

marginally above the performance cuto� are a good counterfactual for those students marginally

below the cuto� and would achieve, on average, the same outcomes. If the local continuity as-

sumption holds, the estimated e�ect measures the causal e�ect of exposure to a last chance exam

on subsequent academic achievement (Imbens and Lemieux, 2008). The primary threat to iden-

ti�cation is the possibility of precise manipulation of the assignment variable around the cuto�

(Lee and Lemieux, 2010). The local randomness assumption may be violated if the probability

of treatment depends on observable and unobservable characteristics that are correlated with

educational performance. Before presenting the results, we provide several tests to address this

threat.

First, we investigate the density of the assignment variable around the promotion cuto�.

In line with several recent studies that �nd evidence for manipulation of test-scores in high-

stake exams (Dee et al., 2019; Diamond and Persson, 2016; Machin et al., 2020), Figure 2 provides

visible evidence for clustering to the right of the promotion cuto�. We observe signi�cantly

more students just above the cuto� than just below the cuto�. Even though a manipulation

check following Cattaneo et al. (2020, 2024) using the full observation window does not con�rm

manipulation of the assignment variable, it does so when using a more restricted window around

the cuto�. Therefore, in the remainder of this section, we discuss how we deal with the potential

threat of sorting.

First, in Section 5 we show results from a donut approach in which we exclude students in a

very narrow range around the cuto�. Our results are robust to this sensitivity check. Second, the

observed pattern is problematic for our identi�cation strategy under two potential scenarios: (i)

if students can feasibly manipulate the number of points they achieve by exerting extra e�ort.

(ii) if the teaching stu� manipulates the cuto� by placing students with di�erent observed or

unobserved characteristics, which are correlated with the educational outcome, on either side of
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the cuto�. Both scenarios discussed above are highly unlikely. First, students have, if anything,

imprecise control over the exact number of points they achieve in the exam. Students may set

their e�ort level over the semester to target a speci�c grade, but whether they achieve the exact

number of points that is required to pass the course or one point less is unrelated to the e�ort

level. Furthermore, in general, the required number of points is not publicly known prior to

the exam. Second, in contrast to previous studies that �nd evidence for test-score manipulation

at school, there is fewer prior contact between students and teachers, and exams are written

and graded anonymously, using a student ID number. Thus, a systematic manipulation of the

cuto� by teachers is unlikely.13 In the remark of this section, we provide graphical and analytical

evidence justifying our arguments.

First, analogous to a test for balance of background characteristics in an experimental study,

we verify that student pretreatment characteristics are smooth around the cuto�. Table 6 and

Figure 4 provide evidence that this condition is veri�ed for all background characteristics. The

results con�rm our assumption that students on both sides of the cuto� do not di�er in observable

characteristics. Particularly important for our design is that students at the margin do not di�er

with respect to their prior ability measured by the high-school GPA.14

However, even though high school GPA is a very strong predictor of study success (Berens

et al., 2018), it may not capture early subject-speci�c skills in economics. Therefore, we also

investigate di�erences with respect to early university performance. In Figure 3a, we show that

there is no di�erence in the average grade obtained by marginal students in compulsory exams

in the �rst examination period of the �rst semester. A further concern regarding the validity

of our results refers to an argument of Holmstrom and Milgrom (1991). Although students are

forced to write orientation exams in the �rst examination period, they are free to choose their

workload in addition to these two courses. Therefore, it could be that students who narrowly

fail an orientation exam are just worse informed about their own ability and make mistakes

in strategically planning the number of compulsory exams they take in the �rst examination

period. We address this concern by graphically investigating the number of registered exams in
13A third potential concern might be that students can manipulate the cuto� ex post in the exam inspection, re-

sulting in a potential selection on unobservables around the cuto�. We collect anecdotal evidence and investigate for
a recent cohort whether this is likely to be the case. We do not �nd any evidence for this.

14The only variable for which we observe a signi�cant e�ect in some speci�cation is German. Therefore, we run
robustness checks for our baseline results in which we exclude all non-german students to verify that this does not
a�ect our results. Furthermore, we show the speci�cation including control variables in Equation 3.
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the �rst examination period for marginal students. As shown in Figure 3b, we �nd no signi�cant

di�erence at the cuto�.

From our analysis, we conclude that since strategic planning of workload, performance at

university, initial ability, gender, and other characteristics cannot explain the observed discon-

tinuity in the assignment variable, the resulting pattern is more likely to be a result of standard

grading patterns and is not related to our treatment. This is con�rmed by the results of our donut

approach (Section 5).

5 Results

Our framework allows us to investigate how early exposure to a last-chance exam a�ects stu-

dents’ subsequent educational career. We present our estimation results as follows. Section 5.1

and Section 5.2 present results for our two main outcome variables: early dropout and gradua-

tion. In Section 5.3 we provide subsample analyses on important demographic characteristics. In

Section 5.4 we discuss the speci�c role of high-stakes. In Section 5.5 we investigate other impor-

tant educational outcomes namely GPA, time to degree, and performance in follow-up courses

and semesters.

5.1 Early dropout

Figure 5 plots a binary variable that is equal to 1 if a student drops out at the end of the �rst

semester as a function of the performance in the �rst attempt in orientation exams. We obtain

two main results: First, the probability of dropping out early decreases in performance in the

orientation exams. Second, we observe a clear discontinuity in the probability of dropping out

in the �rst semester at the cuto�. Although only 5% of the students who avoid the last chance

exam drop out at this stage, around 18% of students who have to write a retake exam drop out

in the �rst semester. In Table 7 we con�rm this result. We show results from two di�erent spec-

i�cation. In columns 1-3 we show results from a non-parametric approach using local linear

regressions on both sides of the cuto� and an optimal bandwidth calculated according to Imbens

and Kalyanaraman (2012). In Columns 4-6 we show results from a parametric speci�cation es-

timating Equation 3 using a second-order polynomial of our running variable and allowing for

di�erent slopes on both sides of the cuto�. We �nd a signi�cant increase in the probability of
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dropping out at the end of the �rst semester for marginal students on probation. The e�ect size

is around 11 to 13 percentage points across di�erent speci�cations, which translates in a more

than doubled risk of early dropout. Adding cohort �xed-e�ects and a set of student demographic

characteristics does not a�ect the result.

We perform several checks to verify the robustness of this result. First, we assess the sensi-

tivity of the result obtained with respect to the chosen bandwidth. Therefore, in Panel A of Table

8 we show that using an alternative procedure for optimal bandwidth selection does not a�ect

the observed result (Calonico et al., 2014). The next concern might be the pattern observed in

Section 4, where we have shown evidence for a non-continuous pattern of the running variable

around the promotion threshold. We have argued that this pattern likely re�ects a mechanical

pattern when correcting exams and provided evidence that students around the cuto� do not

di�er signi�cantly in important characteristics. However, to assess the robustness of our results,

we present the results from two donut approaches, in which we drop students exactly at the cut-

o� (within a very narrow window around the cuto�). Panel B and C in Table 8 con�rm our main

results. Panel D of Table 8 shows that our results are not a�ected when restricting our sample to

German students. A �nal concern might be the construction of our assignment variable. In our

main analysis, we use the performance in both orientation exams to determine treatment status

and students are "treated" when they fail at least one orientation exam. A concern might thus

be that our obtained results are not the e�ect of failing one exam and therefore being exposed

to one last-chance exam, but in some cases the result of being exposed to two last-chance ex-

ams. We show that this concern does not a�ect our results by showing in Panel E of Table 8 that

the results are quantitatively and qualitatively una�ected when restricting the sample to those

students who fail at most in one exam.

In the remainder of this section, we dive deeper into the observed dropout decisions. Early

dropout can be the result of two di�erent decisions. First, students can decide to leave the pro-

gram without being expelled (voluntary dropout). This can be the case for treated and untreated

students and would allow them to continue with the same subject at another German university.

While this might constitute a strategic choice, it could, however, also be the result of discour-

agement e�ects caused by probation. Second, students can be expelled from the program due

to repeated failure to pass the orientation exam (forced dropout). Forced dropout is only possi-

ble for students on probation at this stage. In Table 9 we shed light on the two di�erent forces
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behind our baseline results. Our data allows us to investigate whether students leave the pro-

gram voluntarily in response to being placed on probation or whether they are forced to leave

due to repeated failure to meet the performance requirement. Voluntary dropout decisions do

not explain the estimated increase in early dropout. We �nd that the coe�cient is positive in all

speci�cations but not statistically signi�cant. Instead, the increase in early dropout is caused by

students being expelled from the program after repeatedly failing to pass the orientation exam.

The graphical illustration in Figure 6 and Figure 7 con�rm this result.

5.2 Graduation

In the last section, we have shown that early exposure to a last-chance exam increases early

dropout. However, the crucial question is whether this increase in early dropout has costly con-

sequences for graduation chances or reduces late(r) dropout, and whether probation a�ects other

educational outcomes that can a�ect labor market performance. Opponents argue that academic

probation constitutes an additional barrier to graduate and especially the high-stakes at a very

early phase may harm long run success (Credé and Kuncel, 2008; Robbins et al., 2004). However,

probation can also be an important signal and encourage students to increase their level of e�ort

and their skills, eventually increasing graduation chances (Jacob, 2005).

Figure 8 plots a dummy variable equal to 1 if a student graduates against the assignment

variable. We observe a strong positive correlation between the assignment variable and the prob-

ability to graduate from the program throughout the whole distribution which is in line with the

high predictive power of the orientation exams for program success. Furthermore, we observe a

small discontinuous jump in the outcome variable at the cuto�. Table 10 con�rms the graphical

illustration in Figure 8. Comparable to Section 5.1, we show results from two di�erent speci-

�cations. In Columns 1-3 we show results from a non-parametric approach using local linear

regressions on both sides of the cuto� and an optimal bandwidth calculated according to Imbens

and Kalyanaraman (2012). In columns 4-6 we show results from a parametric speci�cation es-

timating Equation 3 using a second-order polynomial of our running variable and allowing for

di�erent slopes on both sides of the cuto�. Being on probation decreases graduation chances

by 4 to 6 percentage points. However, the results are not statistically signi�cant. Adding cohort

�xed-e�ects and control variables further reduces the coe�cient size slightly. In sum, we do not

�nd evidence that graduation chances are signi�cantly negatively a�ected. To assess the robust-
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ness of this result, we conduct the same set of sensitivity analyses as explained in Section 5.1.

We summarize the results in Table 11. All sensitivity analysis con�rm our main result.

5.3 Heterogeneity

Even though we do �nd that students graduation chances are on average una�ected by expo-

sure to a last-chance exam, this �nding may mask substantial heterogeneity. In this section, we

investigate whether our results are driven by particular subgroups of students. We investigate

heterogeneity by gender, as previous research suggests substantial heterogeneity by gender in

high-stake environments (Niederle and Vesterlund, 2007). Furthermore, we investigate hetero-

geneity with regard to the high-school GPA as a measure of initial ability and college prepared-

ness, and �nally in the number of last-chance exams a student is exposed to.

Exposure to a last-chance exam can have heterogeneous e�ects for male and female students.

Di�erences between sexes can emerge for at least three reasons: First, the literature on behav-

ioral economics shows that female students perform worse in high-stakes situations (Buser et al.,

2014; Niederle and Vesterlund, 2007; Niederle and Yestrumskas, 2008). Second, male and female

students have di�erent ex-ante beliefs about graduation chances and therefore may respond dif-

ferently to new information about their graduation chances (Zafar, 2011). Third, male and female

students may di�er in their behavior after observing a negative performance signal (Buser and

Yuan, 2019).

Columns 1 and 2 of Table 12 show our point estimates for male and female students. In Panel

A we show the results for early dropout. Both male and female students are more likely to drop

out early when being exposed to a last-chance exam. The point estimates are almost identical,

even though the standard errors slightly di�er. In Panel B we show the results for Graduation.

Although the coe�cient for male students is negative, but close to zero, we �nd that female

students are signi�cantly less likely to graduate when being exposed to the last-chance exam.

This result is in line with previous results from the psychological literature, documenting that

female students perceive test taking as more stressful when the stakes are high (Leiner et al.,

2018) and with studies showing that female students’ performance decreases when the stakes

increase compared to male students’ performance (Azmat et al., 2016).

Columns 3 and 4 of Table 12 show results for students with above and below median high-

school GPA. The high-school GPA is the best available measure for initial ability of students and

18



the strongest initial predictor for study success and thus also correlates with the performance

in orientation exams. We observe twice as many students with below median high-school GPA

close to the cuto�. For above median ability students, we do not observe a signi�cant increase in

early dropout. In contrast, the risk to dropout early for below-median students increases by 16

percentage points when being exposed to a last-chance exam. In Panel B we also show that low

ability students being exposed to a last-chance exam face a 9 percentage point penalty in their

graduation chances, when being exposed to the last-chance exam. The coe�cient is around half

the size for high-ability students.

Finally, we separately estimate the e�ect of exposure to a �rst and a second last-chance

exam. We present the results in Columns 5 and 6 of Table 12. The observed e�ect for expo-

sure to a second last-chance exam is almost three times as large as the e�ect of exposure to one

last-chance exam and highly signi�cant. This also holds for the negative e�ect observed on grad-

uation chances. Among students who are exposed to at least one last-chance exam, exposure to

an additional last-chance exam substantially hurts graduation chances by 17 percentage points.

One potential reason for this is that marginal students in this speci�cation have a lower initial

ability and therefore face a higher risk of failing the retake exam.

5.4 Mechanisms

In the previous sections, we have shown that exposure to a last-chance exam increases the prob-

ability to dropout early. In contrast, we �nd limited evidence for a negative average e�ect on

graduation chances which masks substantial e�ect heterogeneity. In this section, we discuss the

mechanism of exposure to a high-stake situation as potential explanation behind our results in

more detail.

Two potential mechanisms may drive our results from the previous section. First, students

fail an exam and have to take the retake exam. This induces a ’natural barrier’ to graduation,

since they have to pass one exammore to graduate compared to studentswhomeet the promotion

cuto�. Second, the probation policy introduces high-stakes, since students are forced to retake

the exam before they can proceed to the next semester, and repeated failure leads to immediate

expulsion from the program. In this section, we attempt to isolate the e�ect of the high-stakes

associated with the orientation exams from the e�ect of having to pass an additional exam.

To isolate the high-stakes introduced by the probation policy, we would ideally compare the
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e�ect of exposure to a last-chance exam to the e�ect of having to repeat the exam without high-

stakes. Since this is impossible because of insu�cient data availability, we use information on

non-orientation exams in the �rst semester. We therefore collect for all students from our base-

line sample, the number of points achieved in all non-orientation exams in the �rst semester

and calculate the running variable Ti in the same way as described in Section 3. We then merge

this information with the administrative data. Thus, we have two observations for each student:

one indicating performance in orientation exams, and one indicating performance in other com-

pulsory exams in the �rst attempt. We also add a binary variable HSi indicating whether the

running variable was calculated using orientation or non-orientation exams.

We estimate the di�erence between the e�ect of having to retake an exam and the e�ect of

having to retake an exam under high pressure. We implement this by estimating the boundary

points of four regression functions of Yit on Ti, two on both sides of Tc, for orientation exams and

non-orientation exams. We use the following version of a di�erence-in-discontinuity equation:

Yic = ↵0 + ↵1Tic +Dic(�0 + �1Tic) +HSit(�0 + �1Tic + �2Dic) + ⌫c + ⌘ic (4)

where Di is a dummy that indicates whether a student failed an exam. HSi is an indicator

for orientation exams and T = Ti � T
⇤ is the normalized performance in the �rst attempts of

the exams. Standard errors are clustered at the level of the running variable. The coe�cient �2

is the di�erence-in-discontinuity estimator and identi�es the di�erence in the outcome variable

between failing a high-stake and failing a low-stake exam.15

In Table 13 we show the results of estimating Equation 4. We observe a strong e�ect of early

pressure on early dropout as a result of the examination regulations. In contrast, even though

the coe�cients are negative, we do not �nd evidence for a negative impact of high- stakes on

graduation chances. Thus, the high pressure introduced by the policy does, on average, not

constitute an additional barrier to graduation. Adding controls and cohort �xed-e�ects con�rms

our results.

Next, we more carefully investigate the observed e�ect heterogeneity from Section 5.3. In

Table 14 we investigate whether the high-stakes drive the observed gender di�erence in gradua-
15To test the validity of our identi�cation strategy, we show that there is no di�erence in potential manipulative

sorting around the cuto� between both types of exam (Figure 9). We observe a discontinuity in the density at the
cuto� for both types of exams of similar magnitude. This is reassuring given our arguments in Section 4, because it
does not show any evidence of speci�c sorting around the promotion cuto� in high-stake exams.
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tion chances as the result of exposure to a last-chance exam. We estimate equation 4 separately

for male and female students. The e�ect on early dropout is positive and signi�cant for male and

female students. However, the e�ect of high-stakes on graduation chances di�ers. Although the

e�ect is slightly positive, even though statistically insigni�cant for male students, we observe a

meaningful negative e�ect for female students, which is in line with previous evidence and there-

fore cannot be explained by exposure to an additional exam. This strengthens the interpretation

that the observed e�ect can be associated with the high-stake situation.

In Table 15 we investigate the role of high-stakes for students with di�erent ability levels.

In Section 5.3 we have shown that students with low ability more likely to drop out and face

reduced graduation chances, which is not the case for high-ability students. Our di�erence-in-

discontinuity estimates con�rm this pattern for early dropout. The high-stakes substantially

increase the risk of early dropout for low ability students, while high ability students are almost

una�ected. However, unlike the previous section, we �nd that the negative e�ect on graduation

chances is not particularly related to the high-stakes attached to the probation policy. Neither

low- nor high-ability students are di�erentially a�ected from exposure to an additional exam

with or without high-stakes attached.

5.5 Further Results

So far, we only focused on e�ects related to dropout and graduation. Exposure to a last-chance

exam may, however, also impact other important outcomes. We investigate two di�erent types

of outcomes. First, we look at study pace, and second, we study further performance outcomes,

such as GPA and performance in follow-up courses.

In contrast to grade retention, this form of academic probation does not automatically cause

a delay of study progress. Students who successfully pass the retake exam continue to study with

their cohort. However, exposure to a last-chance exam may have an e�ect on study pace. It can

act as a warning signal that allows students to receive more information about their graduation

chances and adjust their workload accordingly to maximize success probabilities.

Table 16 shows that students on probation are less likely to �nish the program in time (3

years).16 But this e�ect is driven by a small share of students, since less than 30 percent of
16We observe all students for at least 7 years, which is more than twice the program length. Therefore, censoring

in 2019 should not invalidate our results.
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graduates, graduate in time.

Exposure to a last-chance exam may a�ect students’ follow-up performance for several rea-

sons. First, it enforces retaking the course material. This may improve skills and result in better

grades in later semesters. Second, in may work as a warning signal and increase e�ort provision

to avoid bad grades and probation in later semesters. Third, failing in an important exam may

demotivate students and harm follow-up performance (Rosenqvist and Skans, 2015).

Related to the idea that probation may be a useful warning signal and help students to adjust

their working e�orts, we do not �nd any positive e�ects on the probability to avoid another

probation period in the second semester (Panel B), neither do we �nd a positive e�ect on the

�nal GPA (Panel C).

The �nal GPA is a composite measure of performance over several years and may thus be too

noisy to observe whether probation has, in fact, a positive immediate impact on performance.

Therefore, as a second exercise, we investigate the e�ect of probation on performance in a di-

rect follow-up exam. We only have one orientation exam that has a clear follow-up in the next

semester. Thus, we compare the performance in Math II of students close to the cuto� in the �rst

attempt of the Math I exam. In Panel D of Table 16 we show that students who have to retake the

exam do not perform signi�cantly better in the follow-up course. The point estimate is negative

(which indicates a better performance) in all speci�cations but is not statistically di�erent from

zero.17

6 Conclusion

Many students have inaccurate perceptions about their chances of graduating when they begin

their higher education career (Stinebrickner and Stinebrickner, 2012; Zafar, 2011). This paper

investigates the e�ect of exposure to a last-chance exam in an early phase of a higher education

program on subsequent student performance. We exploit a probation policy that forces low-

performing students to attend a last-chance exam before being allowed to proceed. Our study

o�ers interesting insights on an alternative mechanism of academic probation, and is therefore

directly relevant for public policy.

First, in line with general concerns about probation policies and high-stake testing, we doc-
17Note also that we do not account here for a potentially positive selection of students in the treatment group and

even though do not �nd a positive e�ect.

22



ument an increase in the number of early dropouts after the policy was introduced. Second, we

use administrative data from six cohorts of �rst-year students to study their performance after

exposure to the exam. We address the endogeneity of treatment status using a regression discon-

tinuity design, that allows us to estimate the causal e�ects of exposure to a the last-chance exam

on early dropout rates, graduation chances, and later academic performance. Third, we separate

the impact of high-stakes testing from the e�ect of failing an exam in the �rst semester by using

detailed student performance data.

We �nd that early exposure to a last-chance exam signi�cantly increases the number of early

dropouts. The risk of dropping out more than doubles for students on probation compared to

the counterfactual group of students. However, probation has only a very small negative e�ects

on graduation chances. Being on probation reduces graduation chances by around 5 percentage

points. This e�ect is not signi�cant across speci�cations. However, we observe a signi�cant

decrease in graduation chances for mainly two groups of students: Female students and low-

ability students. We show that the negative e�ect on graduation for female students is driven

by the exposure to a high-stake situation rather than the barrier of having to write an additional

exam.

Our study adds to the growing literature on policies aimed at helping low-performing stu-

dents in higher education. We �nd that last-chance exams early in a program can reduce the costs

of inevitable dropout decisions without lowering graduation rates. This is important for two

reasons. First, the use of probation policies is becoming more widespread. Second, last-chance

exams have low implementation costs, making them attractive to policy makers. Our �ndings

suggest that last-chance exams could help reduce the negative e�ects of procrastination and mis-

information about graduation chances, which are common, particularly among low-performing

students (DellaVigna, 2009; Oreopoulos and Petronijevic, 2013; Kim and Seo, 2015). However,

policymakers should be aware that the e�ects can vary between di�erent demographic groups,

especially in high-stakes situations.
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Figure 1:
Di�erence-in-di�erences event study
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Note: The �gure plots point estimates and 90 percent con�dence intervals. The point estimates re�ect the cohort-
speci�c e�ects of the introduction of orientation exams on early dropout (within 2 years). The omitted baseline year
is 1999, which is the last pre-treatment period.
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Figure 2:
Manipulation test
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Note: This �gure provides graphical evidence for a a manipulation check of the assignment variable following an
approach by Cattaneo et al. (2020, 2024). The �gure is created with the help of the user written Stata command
rddensity (Cattaneo et al., 2018).
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Figure 3:
RDD: First year performance
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(a) Performance
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(b) Number of exams

Note: The �gure investigates the smoothness of �rst year performance at the cuto�. The dots indicate means per
bin of equal size. The solid lines present a quadratic �t to both sides of the threshold. The upper graph investigates
discontinuities in the �rst semester GPA in non-orientation exams. The lower graph shows the relationship between
the number of exams that students chose to attend in the �rst semester at the �rst attempt and the assignment variable.
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Figure 4:
RDD: Background characteristics
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(a) Enrollment age
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(b) Ability
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(c) Years attended school
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(d) Type of school
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(f) German

Note: The �gures investigates the smoothness of background characteristics at the cuto�. The dots indicate means per
bin of equal size. The solid lines present a quadratic �t to both sides of the threshold. Ability is de�ned by students
high-school GPA. Type of school is a binary indicator that is equal to 1 if a student attended a Gymnasium.
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Figure 5:
RDD Graph: Early Dropout
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Note: RDD Graph: Early Dropout. The graph shows the e�ect of exposure to a last-chance exam on immediate
dropout. Dots represent means per bin of equal size. The solid line represents a quadratic �t on both sides of the
cuto�.
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Figure 6:
RDD Graph: Forced Early Dropout
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Note: RDD Graph: Forced Dropout. The graph shows the e�ect of exposure to a last-chance exam on immediate
forced dropout. Dots represent means per bin of equal size. The solid line represents a quadratic �t on both sides of
the cuto�.
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Figure 7:
RDD Graph: Voluntary Early Dropout
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Note: RDD Graph: Voluntary Dropout. The graph shows the e�ect of exposure to a last-chance exam on immediate
voluntary dropout. Dots represent means per bin of equal size. The solid line represents a quadratic �t on both sides
of the cuto�.
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Figure 8:
RDD Graph: Graduation
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Note: RDD Graph: Graduation. The graph shows the e�ect of exposure to a last-chance exam on graduation. Dots
represent means per bin of equal size. The solid line represents a quadratic �t on both sides of the cuto�.
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Figure 9:
Manipulation test: Non-orientation exams
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Note: This �gure provides graphical evidence for a a manipulation check of the assignment variable in low stake
exams, following an approach by Cattaneo et al. (2020, 2024). The �gure is created with the help of the user written
Stata command rddensity (Cattaneo et al., 2018).
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Table 1:
List of universities

University University University

University of Paderborn Bauhaus University Weimar University of Koblenz-Landau

University of Siegen TU Ilmenau University of Potsdam

University of Kassel University der Bundeswehr München University of Erlangen-Nürnberg

Europa University Viadrina University of Vechta University of München

Humboldt-University Berlin University of Hildesheim University of Würzburg

Brandenburgische TU Cottbus University of Göttingen University of Regensburg

University of Rostock University of Bremen University of Augburg

University of Greifswald University of Bochum University of Saarbrücken

University of Halle University of Bonn FU Berlin

University of Magdeburg University of Düsseldorf TU Braunschweig

University of Leipzig University of Cologne TU Clausthal

TU Dresden University of Münster University of Hannover

TU Bergakademie Freiberg University of Dortmund RWTH Aachen

University of Jena University of Bielefeld TU Darmstadt

University of Bamberg University of Duisburg-Essen University of Karlsruhe

University of Bayreuth University of Frankfurt University of Stuttgart

University of Oldenburg University of Gießen TU München

University of Osnabrück University of Marburg TU Berlin

University of Passau University of Trier TU Chemnitz

University of Heidelberg TU Kaiserslautern University of Ingolstadt

University of Konstanz University of Mainz University of Hohenheim

University of Tübingen University of Freiburg University of Mannheim

University of Ulm University of Lüneburg University of Kiel

University of Lübeck University of Flensburg University of Wuppertal

Note: This table lists all universities that are part of the estimation sample in Section 2.
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Table 2:
Di�erence-in-di�erences results

(1) (2) (3) (4) (5)

Orientation exams 0.032** 0.028** 0.028** 0.034*** 0.034**
(0.012) (0.012) (0.012) (0.010) (0.017)

University �xed e�ects No No Yes Yes Yes
Cohort �xed e�ects No No Yes Yes Yes
University controls No No No Yes Yes
Group speci�c trends No No No No Yes
Universities 72 72 72 72 72
Observation 288 648 648 648 648

Note: This table reports the results from di�erent Di�erence-in-Di�erence and TWFE speci�cations. The outcome
variable is the early dropout rate. Columns 1 and 2 show the results of estimating Equation 1. In Column 1 the sample
is restricted to two periods before and after the introduction of the policy. Column 2 uses the full observation period.
In Column 3 we replace the two dummy variables with university and cohort �xed e�ects. In Column 4 we add a set
of control variables and in Column 5 we add group speci�c time trends. Standard errors are clustered at the university
level. *, **, and *** indicate statistical signi�cance at the 10%, 5%, and 1% level, respectively.
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Table 3:
Di�erence-in-di�erences: Leave one out

(1) (2) (3) (4) (5) (6) (7) (8) (9)

Orientation exams 0.033*** 0.030*** 0.028*** 0.036*** 0.035*** 0.040*** 0.036*** 0.036*** 0.035***
(0.011) (0.010) (0.008) (0.011) (0.011) (0.010) (0.011) (0.011) (0.011)

Universities 71 71 71 71 71 71 71 71 71
Observation 639 639 639 639 639 639 639 639 639

Note: This table reports the results from TWFE speci�cations based on Column 4 of Table 2. In each column we drop
one university from the treatment group. Standard errors are clustered at the university level. *, **, and *** indicate
statistical signi�cance at the 10%, 5%, and 1% level, respectively.
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Table 5:
Descriptive statistics

Full Sample Pass Fail Di�erence p-value

Panel A

Enrollment age 20.92 20.80 21.19 -0.38 0.00
School duration 13.30 13.19 13.53 -0.34 0.00
Male 0.56 0.54 0.60 -0.05 0.07
German 0.93 0.95 0.89 0.06 0.00
High School GPA 2.37 2.22 2.72 -0.49 0.00
School type 0.75 0.77 0.69 0.08 0.00

Panel B

First semester exams (Number) 1.12 1.15 1.05 0.10 0.04
First semester Performance (Grade) 3.33 2.98 4.21 -1.23 0.00

Panel C

Early dropout 0.13 0.03 0.36 -0.32 0.00
Graduation 0.65 0.81 0.31 0.50 0.00

Observations 1562 1080 482

Note: This table shows descriptive statistics for the estimation sample. Column 1 shows means for the full sample,
while columns 2 and 3 show means for the sub-samples of treated and untreated students. Column 4 displays the
di�erence in mean characteristics and column 5 shows the p-value of the h0 of no di�erence in mean characteristics.
In panel B, the �rst row shows the number of exams students attend in the �rst examination period. In the second
row, we report the average grade in non-orientation exams in the same examination period.
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Table 6:
RDD estimates: Background characteristics

(1) (2) (3) (4)

German -0.040 -0.034** -0.018 -0.012
(0.025) (0.017) (0.025) (0.022)

Bandwidth 0.19 0.19 – –
Observation 917 917 1562 1562

Men -0.010 -0.010 -0.012 -0.012
(0.051) (0.051) (0.071) (0.072)

Bandwidth 0.5 0.5 – –
Observation 1557 1557 1562 1562

Enrolment age -0.261 -0.245 -0.361 -0.364
(0.224) (0.193) (0.237) (0.226)

Bandwidth 0.25 0.25 – –
Observation 1159 1159 1553 1332

High-school GPA 0.003 -0.019 0.006 -0.020
(0.053) (0.053) (0.057) (0.059)

Bandwidth 0.25 0.25 – –
Observation 1154 1154 1562 1562

School type -0.028 -0.035 -0.010 -0.013
(0.031) (0.035) (0.039) (0.043)

Bandwidth 0.27 0.27 – –
Observation 1105 1105 1413 1413

School duration -0.134 -0.139 -0.207 -0.223
(0.151) (0.138) (0.157) (0.155)

Bandwidth 0.25 0.25 – –
Observation 1159 1159 1562 1562

Cohort FE No Yes No Yes

Note: RDD estimates using student background characteristics as outcome variables. The di�erent columns show
results for di�erent speci�cations. In Columns 1 and 2, results are based on a non-parametric approach using local
linear regressions on both sides of the cuto� and an optimal bandwidth calculated according to Imbens and Kalya-
naraman (2012). In Columns 3 and 4, we use a parametric speci�cation estimating Equation 2 with a second order
polynomial of our running variable and allowing for di�erent slopes on both sides of the cuto� using the full sample.
In Columns 2 and 4, we add cohort �xed e�ects to the model. Standard errors are clustered at the level of the running
variable. *, **, and *** indicate statistical signi�cance at the 10%, 5%, and 1% level, respectively.
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Table 7:
RDD estimates: Early dropout

(1) (2) (3) (4) (5) (6)

Last-chance exam 0.111*** 0.111*** 0.123*** 0.116** 0.116** 0.129***
(0.042) (0.042) (0.042) (0.044) (0.044) (0.044)

Bandwidth 0.25 0.25 0.25 – – –
Cohort FE No Yes Yes No Yes Yes
Controls No No Yes No No Yes
Observation 1159 1159 1047 1562 1562 1413

Note: RDD estimates: Early dropout. The di�erent columns show results for di�erent speci�cations. In Columns
1-3, results are based on a non-parametric approach using local linear regressions on both sides of the cuto� and an
optimal bandwidth calculated according to Imbens and Kalyanaraman (2012). In Columns 3-6, we use a parametric
speci�cation estimating Equation 2 with a second order polynomial of our running variable and allowing for di�erent
slopes on both sides of the cuto� using the full sample. In Columns 2 and 4, we add cohort �xed e�ects to the model,
and in Columns 3 and 6, we add student level background characteristics. Standard errors are clustered at the level of
the running variable. *, **, and *** indicate statistical signi�cance at the 10%, 5%, and 1% level, respectively.
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Table 8:
RDD estimates: Early dropout - robustness checks

(1) (2) (3)

Panel A
CCT 0.110** 0.109** 0.116**

(0.054) (0.055) (0.051)
Bandwidth 0.15 0.15 0.15
Observation 610 610 544

Panel B
Donut 1 0.103** 0.101** 0.113**

(0.044) (0.046) (0.047)
Bandwidth 0.25 0.25 0.25
Observation 1159 1159 1047

Panel C
Donut 2 0.122** 0.122** 0.130**

(0.051) (0.051) (0.056)
Bandwidth 0.25 0.25 0.25
Observation 1159 1159 1047

Panel D
German 0.119** 0.118** 0.124**

(0.052) (0.053) (0.050)
Bandwidth 0.25 0.25 0.25
Observation 1075 1075 1001

Panel E
At most one last-chance exam 0.108*** 0.109*** 0.118***

(0.035) (0.035) (0.037)
Bandwidth 0.25 0.25 0.25
Observation 1060 1060 960

Cohort FE No Yes Yes
Controls No No Yes

Note: RDD estimates: Early dropout. This table presents the results from several robustness checks described in more
detail in Section 5.1. In Columns 1-3, results are based on a non-parametric approach using local linear regressions
on both sides of the cuto� and an optimal bandwidth calculated according to Imbens and Kalyanaraman (2012) except
from row 1. In Column 2, we add cohort �xed e�ects to the model, and in Column 3, we add student level background
characteristics. Standard errors are clustered at the level of the running variable. *, **, and *** indicate statistical
signi�cance at the 10%, 5%, and 1% level, respectively.
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Table 9:
RDD estimates: Type of Early dropout

(1) (2) (3) (4) (5) (6)

A: Voluntary dropout
Last-chance exam 0.022 0.021 0.032 0.023 0.022 0.037

(0.027) (0.027) (0.030) (0.027) (0.028) (0.029)
B: Forced dropout

Last-chance exam 0.089* 0.090* 0.091** 0.093* 0.094* 0.092*
(0.046) (0.046) (0.046) (0.049) (0.049) (0.049)

Bandwidth 0.25 0.25 0.25 – – –
Cohort FE No Yes Yes No Yes Yes
Controls No No Yes No No Yes
Observation 1159 1159 1047 1562 1562 1413

Note: RDD estimates: Type of Early dropout. The outcome variable in Panel A is a binary indicator being 1 if a student
leaves the program early without being ultimately expelled. In Panel B, the outcome variable is a binary indicator
being 1 if a student is �nally suspended from the program in an early phase. The di�erent columns show results for
di�erent speci�cations. In Columns 1-3 results are based on a non-parametric approach using local linear regressions
on both sides of the cuto� and an optimal bandwidth calculated according to Imbens and Kalyanaraman (2012). In
Columns 3-6 we use a parametric speci�cation estimating Equation 2 with a second order polynomial of our running
variable and allowing for di�erent slopes on both sides of the cuto� using the full sample. In Columns 2 and 4, we add
cohort �xed e�ects to the model and in Columns 3 and 6, we add student level background characteristics. Standard
errors are clustered at the level of the running variable. *, **, and *** indicate statistical signi�cance at the 10%, 5%,
and 1% level, respectively.
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Table 10:
RDD estimates: Graduation

(1) (2) (3) (4) (5) (6)

Last-chance exam -0.062* 0.059 -0.049 -0.037 -0.035 -0.028
(0.037) (0.039) (0.036) (0.041) (0.042) (0.038)

Bandwidth 0.23 0.23 0.23 – – –
Cohort FE No Yes Yes No Yes Yes
Controls No No Yes No No Yes
Observation 1018 1018 917 1562 1562 1413

Note: RDD estimates: Graduation. The di�erent columns show results for di�erent speci�cations. In Columns 1-
3, results are based on a non-parametric approach using local linear regressions on both sides of the cuto� and an
optimal bandwidth calculated according to Imbens and Kalyanaraman (2012). In Columns 3-6, we use a parametric
speci�cation estimating Equation 2 with a second order polynomial of our running variable and allowing for di�erent
slopes on both sides of the cuto� using the full sample. In Columns 2 and 4, we add cohort �xed e�ects to the model
and in Columns 3 and 6, we add student level background characteristics. Standard errors are clustered at the level of
the running variable. *, **, and *** indicate statistical signi�cance at the 10%, 5%, and 1% level, respectively.
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Table 11:
RDD estimates: Graduation - robustness checks

(1) (2) (3)

CCT -0.056 -0.048 -0.027
(0.039) (0.043) (0.037)

Bandwidth 0.16 0.16 0.16
Observation 821 821 738

Donut 1 -0.057 -0.046 -0.045
(0.050) (0.052) (0.050)

Bandwidth 0.23 0.23 0.23
Observation 1018 1018 917

Donut 2 0.087 0.078 0.095
(0.066) (0.068) (0.070)

Bandwidth 0.23 0.23 0.23
Observation 1018 1018 917

German -0.078* -0.076* -0.059
(0.046) (0.046) (0.041)

Bandwidth 0.23 0.23 0.23
Observation 1016 1016 946

At most one last-chance exam -0.047 -0.043 -0.026
(0.033) (0.035) (0.034)

Bandwidth 0.23 0.23 0.23
Observation 1006 1006 911

Cohort FE No Yes Yes
Controls No No Yes

Note: RDD estimates: Graduation. This table presents the results from several robustness checks described in more
detail in Section 5.1. In Columns 1-3, results are based on a non-parametric approach using local linear regressions on
both sides of the cuto� and an optimal bandwidth calculated according to Imbens and Kalyanaraman (2012) expect
from row 1. In Column 2, we add cohort �xed e�ects to the model, and in Column 3, we add student level background
characteristics. Standard errors are clustered at the level of the running variable. *, **, and *** indicate statistical
signi�cance at the 10%, 5%, and 1% level, respectively.
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Table 12:
RDD estimates: Heterogeneity analysis

(1) (2) (3) (4) (5) (6)

men women high ability low ability Fail 1st Fail 2nd

A: Dropout
Last-chance exam 0.109 0.106** 0.051 0.155** 0.108*** 0.290***

(0.070) (0.051) (0.066) (0.072) (0.035) (0.086)
Bandwidth 0.25 0.25 0.25 0.25 0.25 0.25
Observation 636 523 584 575 1060 386

B: Graduation
Last-chance exam -0.011 -0.122** -0.045 -0.095* -0.047 -0.169***

(0.051) (0.059) (0.070) (0.052) (0.033) (0.044)
Bandwidth 0.23 0.23 0.23 0.23 0.23 0.23
Observation 599 498 546 551 1006 370

Note: This table presents results from a heterogeneity analysis with separate regressions for each subsample. In
Columns 1 and 2, we split by gender. In Columns 3 and 4, we split by the median ability measured by the high-school
GPA. In Column 5, we show results for the sample of students that fails at most one orientation exam in the �rst
attempt. In Column 6 we show results for the sample of Students that fails in at least one orientation exam in the �rst
attempt. Speci�cations are based on our main speci�cation (Column 1). Standard errors are clustered at the level of
the running variable. *, **, and *** indicate statistical signi�cance at the 10%, 5%, and 1% level, respectively.
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Table 13:
Di�-in-disc estimates

(1) (2) (3)

A: Dropout
High-stakes 0.171** 0.173** 0.192**

(0.073) (0.072) (0.077)
B: Graduation

High-stakes -0.037 -0.047 -0.020
(0.071) (0.071) (0.078)

Cohort FE No Yes Yes
Controls No No Yes
Observation 3053 3053 2774

Note: Di�erence-in-disc estimates for Early dropout (Panel A) and Graduation (Panel B). Results are based on para-
metric speci�cations estimating equation 3 with a second order polynomial of our running variable and allowing for
di�erent slopes on both sides of the cuto� using the full sample.
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Table 14:
Di�-in-disc estimates by gender

(1) (2) (3) (4) (5) (6)

men women

A: Dropout
High-stakes 0.183* 0.184* 0.198** 0.145** 0.150** 0.183**

(0.095) (0.094) (0.096) (0.071) (0.071) (0.079)
B: Graduation

High-stakes 0.050 0.044 0.093 -0.151 -0.163 -0.187*
(0.119) (0.121) (0.127) (0.108) (0.106) (0.103)

Cohort FE No Yes Yes No Yes Yes
Controls No No Yes No No Yes
Observation 1702 1702 1567 1351 1351 1207

Note: Di�erence-in-disc estimates for Early dropout (Panel A) and Graduation (Panel B). We present results separately
by gender. Results are based on parametric speci�cations estimating equation 3 with a second order polynomial of
our running variable and allowing for di�erent slopes on both sides of the cuto� using the full sample.
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Table 15:
Di�-in-disc estimates by ability

(1) (2) (3) (4) (5) (6)

high ability low ability

A: Dropout
High-stakes 0.040 0.043 0.017 0.238** 0.247*** 0.272***

(0.106) (0.106) (0.121) (0.093) (0.091) (0.095)
B: Graduation

High-stakes -0.076 -0.087 -0.005 0.019 0.001 0.030
(0.110) (0.107) (0.110) (0.150) (0.150) (0.159)

Cohort FE No Yes Yes No Yes Yes
Controls No No Yes No No Yes
Observation 1721 1721 1553 1332 1332 1221

Note: Di�erence-in-disc estimates for Early dropout (Panel A) and Graduation (Panel B). We present results estimated
on subsamples of the data split by the median ability. Results are based on parametric speci�cations estimating
equation 3 with a second order polynomial of our running variable and allowing for di�erent slopes on both sides of
the cuto� using the full sample.
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Table 16:
RDD estimates: Further outcomes

(1) (2) (3) (4) (5) (6)

A: Graduation in time
Last-chance exam -0.066*** -0.062*** -0.076*** -0.045** -0.044* -0.064***

(0.018) (0.020) (0.019) (0.022) (0.022) (0.022)
Bandwidth 0.22 0.22 0.22 – – –
Observation 1061 1061 955 1562 1562 1413

B: Probation next semester
Last-chance exam -0.111 -0.128 -0.105 -0.134 -0.140 -0.121

(0.081) (0.080) (0.082) (0.086) (0.085) (0.088)
Bandwidth 0.16 0.16 0.16 – – –
Observation 716 716 642 1354 1354 1229

C: GPA
Last-chance exam -0.029 -0.008 -0.027 -0.056 -0.047 -0.048

(0.050) (0.036) (0.024) (0.057) (0.049) (0.038)
Bandwidth 0.16 0.16 0.16 – – –
Observation 457 457 414 974 974 891

D: Grade in follow-up course
Last-chance exam -0.200 -0.106 -0.057 -0.158 -0.101 -0.019

(0.174) (0.128) (0.222) (0.169) (0.137) (0.221)
Bandwidth 0.21 0.21 0.21 – – –
Observation 839 839 758 1281 1281 1165

Cohort FE No Yes Yes No Yes Yes
Controls No No Yes No No Yes

Note: RDD estimates: Further outcomes. In Panel A, the outcome variable is a binary indicator stating whether a
student graduated within the regular program length (3 years). In Panel B, the outcome variable is a binary indicator
statingwhether a student, who did not dropout in the �rst semester is being placed on probation in semester 2. In Panel
C, the outcome variable is the �nal GPA. In Panel D, the outcome variable is the grade a student receives in the follow-
up course. The di�erent columns show results for di�erent speci�cations. In Columns 1-3, results are based on a non-
parametric approach using local linear regressions on both sides of the cuto� and an optimal bandwidth calculated
according to Imbens and Kalyanaraman (2012). In Columns 3-6, we use a parametric speci�cation estimating Equation
2 with a second order polynomial of our running variable and allowing for di�erent slopes on both sides of the cuto�
using the full sample. In Columns 2 and 4, we add cohort �xed e�ects to the model and in Columns 3 and 6, we add
student level background characteristics. Standard errors are clustered at the level of the running variable. *, **, and
*** indicate statistical signi�cance at the 10%, 5%, and 1% level, respectively.
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